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Abstract 

The rapid growth of technology in recent few years 

has changed the whole dimension of Image 

compression technology. Today people are more 

interested in transfer of pictorial information through 

face book, whatsapp, and hike etc. through hands-free 

communication. To achieve the transfer of digital 

image information through limited bandwidth at 

higher rate of transmission, it is required that we 

compress the digital images. There are many 

algorithms and technologies available in market for 

compressing the image, fundamental of all these 

technology to remove the residual information from 

the digital images without affecting the quality of the 

same. There is another way to compress the image is 

to utilizing the code transformation which utilize the 

coding efficiency and Hauffman, DCT, and DWT 

transformation of codes. The combinations of two 

technology, first residual information removal and 

second source coding results better compressed 

image. There is a drawback that in terms of image 

quality, whenever we compress the information 

through quantization and residual information 

removal method we lose sharp edges and resolution of 

the picture degrades.The objective of this research is 

to compress the image through the discrete wavelet 

transform and analyze the effect of methods used in 

compression and effect of level of decomposition of 

the wavelet. The method used for transformation is 

wavelet rather than cosine transforms, the wavelet 

transform produce better compression then cosine in 

terms of compression ratio and PSNR when there is a 

gradual change in the color of image.  It has been 

analyzed in this thesis that when the level of 

decomposition increase it produce better quality 

picture and if we use less encoding loops than number 

of bits per pixel reduces and results good compression 

ratio. 

Keywords: Image Compression, Haar, Discrete 

Wavelet Transform, Signal, PSNR. 

Introduction 

Image is a 2-D signal processed by the human 

visual system through the eyes. To represent and 

capturing the image usually analog form is used. 

However in the era of information technology 

images are processed, stored and transmitted by 

converting analog images into digital form. A 

digital image is represented by an array of 2-D 

pixels. Images play an important role in remote 

sensing, biomedical and video conferencing 

applications as an important information mine. 

In the era of information technology, need to 

store and transmit large amount of data in 

efficient ways is increasing. 

 

In digital image, a pixel is defined as the 

smallest unit of picture which can be controlled 

in a raster image. It is the single and smallest 

addressable screen element as shown in Fig. 1.1. 

As in the 2-D geometry system every point has 

unique co-ordinate in similar way each and 

every pixel has its own address in terms of co-

ordinate. Pixels are normally arranged in a 2-D 

grid pattern and are represented with dots or 

squares.  

 

A pixel can be seen as a sample of the original 

image captured via camera. As the numbers of 

sample increase more precise reconstruction can 

be obtain of a signal; in a similar way as the 

number of pixels increase resolution of the 

picture increases. The magnitude of a pixel is 

represented in terms of intensity; and intensity of 

each pixel is variable in nature. In color image 

systems, a color is typically represented by three 

component of intensities which are red, green, 

and blue. 

 

This ratio is often used as a quality measurement 

between the original and a compressed image.  

Higher is the PSNR, the better the quality of the 

compressed or reconstructed image. The Mean 

Square Error (MSE) and the Peak Signal to 

Noise Ratio (PSNR) are the two error metrics 

used to compare image compression quality. The 

MSE represents the cumulative squared error 

between the compressed and the original image, 

whereas PSNR represents a measure of the peak 

error. 
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Then the block computes the PSNR using the 

following equation: 

               
  

   
   

Image Compression is the process of reduction 

in the size of any object; similarly image 

compression is the process of reduction in 

number of bits required to represents digital 

image as compare to original image without 

losing the quality constraints. 

Image compression systems are composed of 

two distinct structural blocks: an encoder and a 

decoder, as shown in figure. 

 

Figure 1: Image Compression System 

  
The benefits of image compression can be listed 

as follows: 

 

1. It provides a potential cost savings 

associated with sending less data over 

switched telephone network where cost of 

call is really usually based upon its duration. 

2. It not only reduces storage requirements but 

also overall execution time.  

3. It reduces the transmission errors since 

fewer bits are transferred.  

4. It also provides a level of security against 

illicit monitoring. 

 

Wavelet Transform-Thewavelet transform is 

similar to the Fourier transform (or much more 

to the windowed Fourier transform) with a 

completely different merit function. The main 

difference is this: Fourier transform decomposes 

the signal into sines and cosines, i.e. the 

functions localized in Fourier space; in contrary 

the wavelet transform uses functions that are 

localized in both the real and Fourier space. 

Generally, the wavelet transform can be 

expressed by the following equation:  

 

𝑭 𝒂, 𝒃  ∫ 𝒇 𝒙 𝝍 𝒂,𝒃 
∗  𝒙 𝒅 𝒙 

∞

−∞

 

We can use orthogonal wavelets for discrete 

wavelet transform development and non-

orthogonal wavelets for continuous wavelet 

transform development. These two transforms 

have the following properties:  

 

1. The discrete wavelet transform returns a 

data vector of the same length as the 

input is. Usually, even in this vector 

many data are almost zero. This 

corresponds to the fact that it 

decomposes into a set of wavelets 

(functions) that are orthogonal to its 

translations and scaling. Therefore we 

decompose such a signal to a same or 

lower number of the wavelet coefficient 

spectrum as is the number of signal data 

points. Such a wavelet spectrum is very 

good for signal processing and 

compression, for example, as we get no 

redundant information here.  

 

2. The continuous wavelet transform in 

contrary returns an array one dimension 

larger that n the input data. For a 1D 

data we obtain an image of the time-

frequency plane. We can easily see the 

signal frequencies evolution during the 

duration of the signal and compare the 

spectrum with other signals spectra. As 

here is used the non-orthogonal set of 

wavelets, data are correlated highly, so 

big redundancy is seen here. This helps 

to see the results in a more humane 

form. 

Results and Discussion 

In the present work, using wavelets tool different 

compression method and different wavelets are 

compared in terms of different parameters like 

PSNR, BPP, Comp Ratio, and MSE, which in 

results gives an analysis of different method in 

terms of quality in different aspects. 
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Simulation of Image Compression 

with HAAR Wavelet  

 

Figure 2: Haar wavelets with level 4 

Simulation of Image Compression 

with Bior Wavelet 

 

Figure 3: Bior Wavelets with Level 4 

It can be observed that as the level of wavelet 

decomposition decrease the PSNR increase and 

output quality also good results less comp ratio 

and greater number of BPP, but as the level of 

wavelet decomposition increase the histogram 

show compactness and image quality decrease as 

well as PSNR. The BPP also decrease which is 

direct indication of increase in comp ratio. If we 

compare the two wavelets results it can be 

concluded that with changing the type of 

wavelets does not results any significant change 

unless until we don’t change the level of 

decomposition. 

Simulation with Different 

Compression Method  

If we observe the results generated from three 

methods we find that EZW is better them all, 

and it can be concluded from given figure that as 

the number of encoding loops increase the PSNR 

also increase. And on simulation the model 

presented in chapter 3 it has been calculated that 

DWT is best for the image where high peaks and 

valley are available in the intensity of pixels as 

compared to the DCT, but where the smoothness 

in the picture’s pixel intensity is high DCT 

should be preferred. 

 

 

Figure 4: Compression Method ASWDR with 

10 number of Encoding Loop 
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Figure 5: Compression Method EZW with 16 

Number of Encoding Loop 

Conclusion 

This work presents a study and analysis of 

the Image compression using DWT and 

DCT technologies.  The process of 

compression is modeled in matlab and 

simulated using matlab simulink. The 

process of data compression using Wavelet 

has been simulated on wavelet tool with 

different level of decomposition and no. of 

encoding loops. The resulted figures from 

the process of compression using different 

wavelet and at different level with different 

compression method has been produced 

which gives results on different parameter 

that includes PSNR, MSE, Comp Ratio, 

L2R and BPP. The output of compression 

shows that as the level of wavelet and 

encoding numbers of loops increase PSNR, 

BPP increase and Comp ratio decrease. 

It is believed that PSNR below 30 does not 

produce the satisfactory results in decoding 

the image and here what we got from the 

process is that as the wavelet level is 4 or 

less, the PSNR is greater than 30, keeping in 

mind that number of encoding loop also 

should be greater than 10. The results we 

got is favoring the process of compression 

using wavelet but favoring only when there 

is lots of transients in the picture. 

Future Scope 

In the era of digital communication most of the 

RF spectrum is already occupied by the users. 

And bandwidth for use of particular kind of 

communication is limited. To utilize the 

bandwidth and to transfer the data at higher rate 

with less consumption of bandwidth 

compression of data is must. There are many 

image and data compression technique available 

in the market, but image compression using 

DWT is better for business than DCT in many 

specific areas. The scope of DWT in audio and 

video compression is much more and gives 

better results than DCT. It can be used in 

medical engineering and mining operation. In 

data acquisition system also it is worthy than 

other methods used for compression. So scope of 

this technology in the field of video processing 

as well as in image processing is vast. 
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